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Abstract
A hybrid reverse Monte Carlo (HRMC) algorithm, which incorporates both
experimental and energy based constraints, is applied to investigate the
microstructure of two disordered carbons of vastly different densities and
bonding. We have developed a novel liquid quench procedure which in
combination with the HRMC algorithm accurately describes the structure of
these solids. Atomic networks generated by this approach are consistent
with experimental and ab initio results and the method has been shown
to overcome common difficulties associated with alternative approaches for
modelling these complex systems. This procedure produces realistic large scale
atomic structures which give a detailed picture of the structure of these solids.

1. Introduction

Accurate structural models of disordered solids are crucial for understanding the physical
behaviour of existing materials and essential for many applications. Amorphous carbon (a-C)
based solids are used in many industrial applications including coatings and as materials for
filtration, purification and absorption based processes. For example, high density tetrahedral
amorphous carbon (ta-C) coatings are important for tribological applications and porous carbon
compounds are utilized in energy and steel production. Unfortunately, modelling the structures
of these systems has proved difficult, mainly due to the configurational bonding flexibility of
carbon, the lack of crystalline order and the presence of porosity.

A variety of films ranging from low density a-C to higher density ta-C can be produced
using the condensation of energetic ions from plasmas [1–3]. The nature of the bonding and
hence the microstructure within these films depends primarily upon the density. Diffraction
studies provide averaged information about the structure in terms of the structure factor S(q)

(where q is the magnitude of the scattering vector) and radial distribution function g(r) [4]
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(where r is the interatomic pair separation) and many such experimental studies have been
performed on disordered carbon solids [5, 6]. Unfortunately, direct analysis of diffraction
data from disordered materials provides only limited structural information, because there is
no direct relationship between such quantities as nearest neighbour distances and bond angle
distributions, and the experimental data [7]. Simulation must therefore be used in conjunction
with diffraction data to obtain detailed microstructural information for disordered systems.

In this work, we combine simulation with experimental diffraction data to investigate
the structure of disordered carbon solids at densities of 2.4 and 3.0 g cm−3. These represent
materials containing low and high fractions of atoms with diamond-like bonding, respectively.
Moreover, accurate neutron diffraction data are available at these densities [8, 9].

Simulation of the deposition process effected by the arrival of individual ions is the most
direct method for modelling the structure of deposited films [10–12]. Unfortunately, the very
long simulation times limit the size of the systems that can be investigated. An alternative
approach to modelling disordered structures is to simulate a ‘liquid quench’, in which a system
is cooled very rapidly from a molten state to room temperature. It has been demonstrated by
Marks [13] that structures resulting from ion bombardment techniques such as ion assisted
deposition and using a filtered cathodic arc can be modelled accurately via such liquid quench
simulations. Simulations of liquid quench systems are far less expensive than direct simulation
of the deposition process, although surface information is lost since the method uses periodic
boundary conditions (PBCs). The most sophisticated liquid quench simulations of a-C to date
were performed by McCulloch et al [14] using the Car–Parrinello ab initio molecular dynamics
(CPMD) method. However, their computationally intensive nature again limits the size of the
system that can be simulated and rules out the estimation of uncertainties due to statistical
fluctuations, which requires many separate simulations.

An alternative approach to modelling the structure of disordered materials is to use the
reverse Monte Carlo (RMC) technique [15], which employs experimental scattering data. This
technique has the advantage of generating three-dimensional atomic configurations consistent
with these data and does not require simulation of the formation process or knowledge of
the interatomic potential energy function. The main successful applications of the basic RMC
method have been to systems which may be loosely described as ‘close packed’ structures such
as liquid metals and disordered alloys. Unfortunately, in the case of disordered carbon solids,
the conventional RMC algorithm produces highly unrealistic networks exemplified by a large
population of small rings. These small rings are highly strained and therefore are unlikely to
occur in large proportions in these solids.

In order to minimize the occurrence of very small, highly strained rings without introducing
arbitrary assumptions about structure and bonding, we have developed a modified RMC
algorithm which includes a constraint based on a many-body potential energy function, called
the hybrid RMC (HRMC) method [16]. We have applied the HRMC method to successfully
model low density systems dominated by sp2 bonding such as glassy carbon [17]. In this work
we have combined the HRMC algorithm with important modifications to the liquid quench
approach to show that it is possible to describe the structure of a-C and ta-C which, by contrast,
contains intermediate to high levels of sp3 bonding.

2. Theoretical methods

The standard RMC algorithm uses a diffraction data constraint in which the difference between
an experimental structure factor S(q)EXP and that obtained from the simulation S(q)RMC is
minimized by use of a Markov process [15]. The assumption made is that the experimentally
measured structure factor contains a normal distribution of statistical errors. The quantity to
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be minimized, χ2, is given by

χ2 =
N∑

i=1

(S(qi )RMC − S(qi)EXP)
2

σEXP(qi)2
(1)

where σEXP(qi) is a measure of experimental uncertainty and N is the number of experimental
data points. In addition, a similar g(r) constraint can also be added to the χ2 function [18].

The conventional RMC method produces good fits to diffraction data with vastly different
structures. For example, those involving unrealistically large proportions of highly strained
three- and four-membered rings in covalently bonded systems. We have previously shown [17]
that small ring acceptance is a simple, efficient but unphysical way of minimizing χ2.
McGreevy et al [19] pointed out that, in general, the lack of uniqueness is due to a deficiency in
the three-dimensional information contained in the ‘one-dimensional structure factor’. Thus
diffraction data constraints alone are insufficient for modelling physically realistic structures.

In order to overcome these limitations, additional constraints can be applied to bond
angles, ring statistics and coordination numbers. However, these require assumptions about
the structure being modelled and therefore their application is limited. For example, O’Malley
et al [7] modelled glassy carbon assuming a fully sp2 bonded network while Pikunic et al
[20] modelled low density carbon using a bond angle constraint centred upon the graphitic
bond angle peak and thus eliminating small rings. Unfortunately, such assumptions cannot
be made for systems such as ta-C, which contain a mixture of atoms ranging in coordination
and a non-trivial bond angle distribution. Another approach used by Walters et al [21] was to
eliminate three-member rings via a ‘triplet’ constraint which rejected moves leading to their
formation but this resulted in an unrealistically large four-member ring population.

Our HRMC algorithm [16] is a hybrid of the metropolis Monte Carlo (MMC) [22] method
and the RMC method using an energy based constraint. The acceptance probability, P , in the
HRMC algorithm is determined by equation (2):

P = e−χ2/2e−�E/kT (2)

where �E is the change in energy due to the proposed Monte Carlo move and kT is the
Boltzmann weighting factor. This potential reduces the occurrence of very unlikely, high
energy configurations such as those produced by a large population of very small rings [16].

The purpose of the HRMC algorithm is to produce atomic configurations that are both
consistent with experimental observations and are physically realistic. The nature of the
structures produced and convergence of the algorithm depend upon the quality of the potential
used. In this paper, we employed the environment dependent interaction potential (EDIP) [23],
which has been shown to provide a good physical description of disordered carbon networks.
To determine the appropriate weightings of the experimental and energetic constraints in
equation (2), it is necessary to perform several simulations with the foremost aim being to
achieve experimental consistency. Those calculations that result in the best EDIP energies are
then chosen for statistical analysis through accumulation of atomic configurations throughout
the final simulations.

3. Simulation systems and protocols

Table 1 summarizes the systems and simulation protocols used in this work. Simulations
1a, 1b and 1c were used to test the algorithms by comparing to previous ab initio CPMD
simulations for the same system size [14]. Simulations 2 and 3 were used to assess the effect
of increased system size at two different densities. Simulations 4 and 5 were performed to
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Table 1. Details of the simulations performed. All systems used simple cubic initial configurations.
MMC, RMC and HRMC refer to simulation protocols employed (see the text), while σEXP(q) is
the measure of experimental uncertainty used in equation (1). Instant quenching involved changing
the temperature over one Monte Carlo step. Slow quenching involved the temperature progression
shown in figure 4. The σ(q) weighting factors were chosen to provide a balance between energy
and experimental constraints.

System

Number Density Number atoms Schedule Additional details

1a 2.9 125 MMC, 5000 K equilibration, σEXP(q) = 0.03
instantly quenched to 300 K,
then run with RMC

1b 2.9 125 MMC, 5000 K equilibration,
instantly quenched to 300 K,
then run with MMC

1c 2.9 125 MMC, 5000 K equilibration, σEXP(q) = 0.03
instantly quenched to 300 K,
then run with HRMC

2 3 24 389 MMC, 5000 K equilibration, σEXP(q) = 0.01
instantly quenched to 300 K,
then run with HRMC

3 2.4 24 389 MMC, 5000 K equilibration, σEXP(q) = 0.01
instantly quenched to 300 K,
then run with HRMC

4 3 2 197 HRMC mode, 5000 K σEXP(q) = 0.01
equilibration,
Slowly quenched to 300 K

5 2.4 2 197 HRMC mode, 5000 K σEXP(q) = 0.01
equilibration,
Slowly quenched to 300 K

provide detailed structural information using a refined liquid quench procedure combined with
the most appropriate procedures identified by simulations 1–3.

4. Results and discussion

4.1. Evaluation of the HRMC method

In order to establish that large populations of small rings which plague conventional RMC
simulations of disordered carbon can be overcome using the HRMC method, we performed
liquid quench modelling of disordered carbon systems. Figure 1 shows the g(r)s produced
from simulations 1a, 1b and 1c, in comparison with experiment [9]. As can be seen from the
figure, the RMC (1a) and HRMC (1c) simulations produced very accurate fits; however the
MMC (1b) simulation overestimated the first peak in g(r) by around 30%. Figure 2 shows
the ring size distribution calculated using the shortest path criterion of Franzblau [24] for each
simulation compared to that from CPMD [14]. Although the RMC method produced good
agreement with the experimental data, the ring statistics show that the structure is dominated
by unrealistic proportions of three-member rings. The MMC, HRMC and CPMD structures
all have similar ring size distributions with variations which are typical for small systems.

In summary, it has been shown that HRMC produces ta-C structures that are more
consistent with CPMD and more physically realistic than those produced by MMC and RMC
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alone. However, these systems are not sufficiently large to enable accurate statistical data on
some structural features particularly on the large scale to be obtained.

4.2. Large system, instant quench simulations

In order to improve the statistics presented in the previous section, simulations were performed
according to the method employed for simulation 1c, using a larger number of particles for
both 2.4 and 3.0 g cm−3 systems (runs 2 and 3 in table 1). Figures 3(a) and (b) show the g(r)s
for simulations 2 and 3 compared with experimental neutron data. Both g(r)s present some
discrepancies between the first and second peaks. There is a shoulder on the first peak in the
g(r) for simulation 2, which indicates the presence of locally strained structures characteristic
of the instant quench procedure for the MMC generated liquid phase. Besides increasing
the number of atoms for improved statistics, this result suggests a more gradual quench
procedure performed with HRMC is required to allow the system to rearrange to structures
more characteristic of the solid.
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Also shown is the temperature progression for each simulation.

4.3. Medium system, slow quench simulations

In this section, we present a gradual quench procedure, designed to overcome the remaining
effects of unrealistic bonding configurations described in the previous section. The method
employs all constraints (HRMC mode) throughout the entire simulation but varies the
temperature T throughout the quench procedure. Figure 4 shows the energy and temperature
evolution during the quench procedure throughout simulations 4 and 5 and it can be seen that,
as the temperature is decreased, both systems smoothly drop in energy and equilibrate to 300 K.
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Figure 5. (a) g(r) comparison between simulation 4 (grey line) system and experimental neutron
scattering data [9] (black line). (b) g(r) comparison between simulation 4 (grey line) system and
experimental neutron scattering data [8] (black line).

The g(r) and S(q) for these systems are shown in figures 5 and 6 respectively. Agreement
with experimental data is now very good at both densities, except for the low q region for the
experimental S(q), where the experimental data are difficult to obtain accurately. Furthermore,
some of the deviation at low Q could be due to the finite size of the model used. Thus it is
clear that the new quenching procedure successfully models the experimental data whilst
simultaneously producing low energy structures.

5. Analysis of the disordered carbon solid structures

The ring statistics for simulations 4 and 5 are shown in figure 7 and indicate overall similar ring
distributions for the two densities. It can be seen that the dominant rings size is 6, whilst there
are more small rings in the higher density system. It should be noted that the low percentage
of small rings is consistent with CPMD simulations.

Figure 8 compares the coordination distributions for the two systems, calculated using a
coordination sphere of radius 1.85 Å. It is evident that the low density system is dominated by
threefold-coordinated atoms, with a significant presence of twofold- and fourfold-coordinated
atoms. By contrast, the higher density network exhibits three- and four-coordinated atoms in
approximately equal proportions.

Coordination resolved bond angle distributions shown in figures 9(a) and (b) reveal more
subtle differences between the two structures. First, for the high density system a small
peak at approximately 60◦ is observed, which is characteristic of the three-membered rings.
There is also a shoulder at 90◦ in the 3.0 g cm−3 system, associated with four-membered
rings. In both systems, it is seen that the bond angles correlate with the coordination types,
with threefold-coordinated atoms centred about 118◦, indicative of a graphitic microstructure.



2612 G Opletal et al

0

0.5

1

1.5

2

2.5

0

0.5

1

1.5

Simulation 4 (3.0 g/cc)

Simulation 5 (2.4 g/cc)

0 5 10 15 20

S
(q

)
S

(q
)

q (Å-1)

(a)

(b)

Figure 6. (a) S(q) comparison between simulation 4 (grey line) system and experimental neutron
scattering data [9] (black line). (b) S(q) comparison between simulation 4 (grey line) system and
experimental neutron scattering data [8] (black line).

Simulation 4 (3.0 g/cc)

Simulation 5 (2.4 g/cc)

0.3

0.25

0.2

0.15

0.1

0.05

0
3 4 5 6 7 8 9 10 11 12

N
u

m
b

er
 o

f 
ri

n
g

s 
p

er
 a

to
m

Number of atoms in ring

Figure 7. Ring size distributions for simulations 4 and 5.

Likewise, the fourfold-coordinated atoms are centred about 112◦, close to the tetrahedral
bonding arrangement of diamond.

In order to provide a qualitative picture of the quantitative data shown in the graphs, we
include figures 10 and 11, which show representative atomic configurations for simulations
4 and 5 respectively. These figures highlight the main differences between the total network
structures for each density. The domination of threefold-coordinated atoms (light grey) in
the low density network is evident, with other coordinated atoms interspersed throughout. By
contrast, the high density network is shown to contain approximately equal proportions of both
three- and four-coordinated atoms.
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(a)

(b)

(c)

Figure 10. (a) Narrow section of a typical atomic configuration from simulation 4 (3.0 g cm−3

system). Black, light grey and dark grey bonds refer to twofold-, threefold- and fourfold-
coordinated atoms respectively. In (b) and (c) bond specific views are shown for fourfold to
fourfold and threefold to threefold bonding respectively.
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(a)

(b)

(c)

Figure 11. (a) Narrow section of a typical atomic configuration from simulation 5 (2.4 g cm−3

system). Black, light grey and dark grey bonds refer to twofold-, threefold- and fourfold-
coordinated atoms respectively. In (b) and (c) bond specific views are shown for fourfold to
fourfold and threefold to threefold bonding respectively.
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6. Conclusion

We have demonstrated that the HRMC algorithm, combined with a modified liquid quench
procedure, is capable of describing the experimental structural data for disordered carbon
at both low and high densities. Structures generated by this approach are consistent with
experimental and ab initio results. We have also established that RMC modelling alone does
not generate realistic networks for these systems, whilst the MMC method alone produces
feasible structures that however do not conform to experiment. This has enabled the production
of detailed atomic structures on larger scales than is possible using ab initio simulations. These
structures are required to describe interesting large scale features such as nanoporosity and
large scale defects. Such work is currently under way.
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